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Abstract Prior research has shown that students learn from Intelligent Tutoring Systems

(ITS). However, students’ attention may drift or become disengaged with the task over

extended amounts of instruction. To remedy this problem, researchers have examined the

impact of game-like features (e.g., a narrative) in digital learning environments on moti-

vation and learning. Some of this research has concluded that the game-like features

decrease learning because the features take away resources from the primary task of

learning subject-matter content. However, these experiments have involved short-term

interventions of less than an hour. Two experiments using college students examined the

impact of adding game-like features to the ITS AutoTutor in an intervention that lasted 4 h.

In one study, a game-like version was compared to a text-only version and a ‘‘do nothing’’

control. In another study, a game-like version was compared to a nongame version that had

similar interfaces. Unlike prior research that has shown that narratives decrease learning in

digitally-based learning environments, the game-like features, which included a narrative,

had little impact on learning from the ITS. Reasons for the discrepancies are discussed.
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1 Introduction

It is easy to imagine a classroom of students anxiously waiting for class to end so that they

can race home and log into a virtual reality where all of the stress of the day seemingly

disappears as they are immersed in a fantasy world. The students do not worry about the
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upcoming science, chemistry or physics tests because instant gratification is at their fin-

gertips with games such as World of Warcraft (Blizzard Entertainment 2004) or The

Covenant. Meanwhile, the scientific literacy rates seem to stagnate in mediocrity. For

example, in 2009, the National Assessment for Educational Progress reported that only

21 % of 12th graders in the United States reached a proficient level in science (Institute of

Education Sciences 2009). Furthermore, in 2010, the National Science Foundation reported

that only 42 % of Americans show an understanding of the scientific inquiry process

(National Science Foundation 2012).

Cognitive psychologists, computer scientists, and many other experts within the walls of

the ivory towers and research facilities try to keep up with the need for better education

while still trying to make learning ‘‘fun.’’ The phenomenon can be seen with the emer-

gence of a multitude of computerized serious games that teach across the educational

spectrum (Richards et al. 2013). Topics have included microbiology (Rowe et al. 2011),

electromechanical devices (Koening 2008), research methods (Halpern et al. 2012; Millis

et al. 2014), and reading comprehension (Jackson and McNamara 2013), just to name a

few. This trend has come in part from an initial strike of scientists and developers who

create Intelligent Tutoring Systems (ITS) that provide students with one-on-one education

that adapts to each student’s pedagogical strengths and weaknesses.

1.1 Research Questions

With these developments, two research questions become relevant. First, can we build off

of pre-existing work in Intelligent Tutoring Systems when creating serious games? Second,

will having these systems presented as games help increase learning, or will they have no

or even negative effects? Although the primary focus is on learning, we measured some

noncognitive factors as well (e.g., motivation, interest) and will address these factors while

interpreting our findings on research questions 1 and 2 since these are important factors

that contribute to learning (ChanMin and Pekrun 2013; Pekrun 2006; D’Mello and

Graesser 2012)

1.2 Intelligent Tutoring Systems and Serious Games

There has been an increase in the development and use of ITSs in several educational

settings (for review, see Graesser et al. 2012a; Woolf 2009). Many such systems include

pedagogical agents to converse with students (Graesser et al. 2014). Examples of such

systems teach a variety of domains, such as biology in Betty’s Brain (Biswas et al. 2010) or

Guru (Olney et al. 2012), mathematics in ALEKS (Nye et al. 2014), computer program-

ming in Coach Mike (Lane et al. 2011), and electronics in BEETLE II (Dzikovska et al.

2014) or DeepTutor (Rus et al. 2013), to name a few.

Many of these ITSs attempt to emulate human tutors by presenting individual problems

to students and by recognizing how the student attempts to solve the problems. The system

notes whether or not the student is successful in answering the question and whether the

student has applied the desired strategies as determined by the curriculum taught by the

intelligent tutor. Underlying models of the student can diagnose strengths and weaknesses

of the student based on the body of embedded questions and corresponding student

answers. Based on the model of the student, the systems can choose problems intelligently,

providing the student with problems that address specific short-comings of the student,

along with appropriate scaffolding strategies such as hints, prompts, and different types of

feedback. This is particularly appealing because the systems can provide problems or
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scaffolding within the individual student’s zone of proximal development (Vygotsky

1978), or the area of the optimal challenge where the material is not too easy or too

difficult for the student. Finding this optimal challenge level is important for learning and

motivation. These types of tactics within ITSs have been successful, as ITSs have been

found to increase performance up to a similar level of human tutors (Graesser et al. 2012a;

for a review see VanLehn 2011).

Although ITSs are effective in promoting learning, researchers have noted instances

when participants’ motivation and engagement waxes and wanes as they interact with the

program over time. Indeed, like any learning environment, students may get tired, frus-

trated or bored from interacting with the program (Baker et al. 2010) just as they might

with any type of homework assignments. Students may feel frustrated with the program if

they perceive the program is not responding appropriately to their input. They may not feel

that the program ‘‘understands’’ their responses or points of reasoning. In addition, because

they know the tutor is a computer program, they may try to ‘‘game the system’’ by over

using the availability of hints, for example (Baker et al. 2006).

Serious games have been proffered as one solution to help maintain students’ moti-

vation, interest and engagement as they progress through digital learning environments

(Adams and Clark 2014; Gee 2009; Jackson and McNamara 2013; Johnson and Valente

2008; McNamara et al. 2010; McQuiggan et al. 2010; Shaffer 2007; Sabourin et al. 2013).

Serious games are games that teach, and they are usually digital-based. Gee (2009, 2013)

has argued that good video games contribute to learning by affording experiences in good

problem solving (e.g., focus on problems, provide clear goals, give feedback, create

engagement through narratives, provide social interactions). There are several different

types of game platforms crossing a spectrum from immersive 3D worlds to virtually

embedded power-point presentations for individual players and multi-party games

(Graesser et al. 2016). Across this large spectrum of types of serious games, common

features exist including freedom on the part of the player, entertaining features, leveling

up, and self-regulatory practices (Lepper and Henderlong 2000). These features manifest in

many ways including fantasy, storylines, points, challenge, and competition (Ritterfeld

et al. 2009). The reasoning for including these features is that they are believed to be

motivating to the student player and thus increase persistence during game-play (Jackson

and McNamara 2013; Landers 2014; Shaffer 2007). The increased engagement often

corresponds to increased learning (McQuiggan et al. 2008; Rowe et al. 2011) through

mediating factors, such as time on task (Landers and Landers 2014). On the other hand,

there is evidence that serious games do not increase motivation. Wouters et al. (2013)

conducted a meta-analysis of peer-reviewed research on serious games and learning. The

results revealed that although serious games increase learning, the games did not signifi-

cantly increase motivation. The authors speculate that one reason for this finding is that

intrinsic motivation may be curtailed when serious games are chosen by the instructor

rather than by the individual, as choice is an important feature of motivation (Shaffer 2007;

Wouters et al. 2013).

1.3 AutoTutor

The purpose of the present study was to examine whether implementing game-based

features to an existing ITS would affect learning and to a lesser degree, motivational and

other noncognitive components. The ITS that we adopted is called AutoTutor. We chose

AutoTutor for two reasons. First, it contains features common to ITSs (e.g., providing

content, problems, feedback, adapting to the student’s level of performance), and therefore,
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results should be able to generalize to other ITSs. Second, because one of the authors had

created the ITS (Art Graesser), we had the software to revise in order to create new

conditions to address the research questions.

AutoTutor is a dialogue-based ITS that has natural language conversations between an

animated pedagogical agent (or agents) and the human student (Graesser 2016; Graesser

et al. 2004), which teaches topics such as computer literacy, comprehension, electronics,

and physics. AutoTutor teaches students by simulating the dialogue moves of human tutors

(Graesser et al. 2012b; Graesser and Person 1994; Graesser et al. 1995). AutoTutor’s

dialogues are organized around problems that require reasoning and explanations. The

primary method of scaffolding good student answers is through expectation and miscon-

ception-tailored (EMT) dialogue. Both AutoTutor and human tutors (Graesser and Person

1994) typically have a list of anticipated good answers (called expectations, e.g., force

equals mass times acceleration) and a list of anticipated misconceptions associated with

each main question. AutoTutor guides the student in articulating the expectations through a

number of dialogue moves: pumps (what else?), hints, and prompts for specific informa-

tion. As the learner expresses information over many turns, the list of expectations is

eventually covered, and the main question is scored as answered.

The EMT dialogue within AutoTutor is quite successful as there is substantial evidence

accumulated over decades supporting the fact that students learn from AutoTutor (Graesser

et al. 2016; Nye et al. 2014). Graesser and colleagues report that on the basis of several

experiments comparing AutoTutor to different control conditions (do nothing, read tran-

scripts of AutoTutor, read textbook), there is an average effect size of .80 (Graesser et al.

2004, 2012a, b; VanLehn et al. 2007).

In its original form, there are few if any aspects of AutoTutor that could be considered

game-like. There are no stories, competition, points or other features that are common to

games. However, there are versions of AutoTutor that include simulations, such as a visual

interface that can be manipulated by the user (Graesser et al. 2005). Simulations may be

considered somewhat game-like in that the user controls a virtual system, noting how the

system changes according to the user input. This is similar to games in that the current state

of the program or interface changes according to the actions of the user. However, these

simulations did not involve adding a narrative or other game-like features. More recently, a

game-like version of AutoTutor (called Operation ARIES) was created to teach research

methodology, as will be discussed in the Methods section.

1.4 The Effects of Game Components in Intelligent Tutoring Systems

Unfortunately, there is very little research that has investigated how game-based features

would affect learning and motivational components when added to an already established

ITS (Graesser et al. 2016). Jackson and McNamara (2013) have conducted some research

on this topic by examining two versions of an ITS called iSTART that teaches self-

explanation, a successful strategy in reading, to high-school students (McNamara 2004). In

that study, they compared the traditional version of the ITS with a game-based version of

the ITS called iSTART-ME (Motivationally Enhanced) using high school students. In

iSTART, the concept of self-explanation is first defined and illustrated via animated agents,

and the user is then able to practice providing self-explanations with feedback given by the

animated agents. In iSTART-ME, users are able to accumulate points to spend through

increased performance over time. Players advance through levels, unlock new features,

play mini-games, and have the opportunity to personalize a character. A comparison of the

two implementations revealed that both versions produced similar learning gains across
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eight sessions, but the game-based version maintained motivation across the session,

whereas motivation showed a slight decrease across the same time period in the ITS

control condition (Jackson and McNamara 2013). The findings also suggested that

enjoyment increased across time for the game-based version, whereas enjoyment decreased

and then leveled out for the ITS version.

In contrast to Jackson and McNamara (2013), which showed that the game-based

features did not affect learning for high school students, other research suggests that

narratives, a common feature of games (but not included in iSTART-ME), may decrease

learning for college students. Adams et al. (2012) tested whether the presence of a narrative

within two narrative discovery games (i.e. Crystal Island; Rowe et al. 2011) and Cache 17

(Koening 2008) impacted learning in college students. In Crystal Island, the player moves

about in a 3D environment on a remote island while interviewing inhabitants in an attempt

to identify the source of a disease, a task common in 8th grade microbiology. In Cache 17,

the player learns about electrical circuits and electromechanical devices while interacting

in a 3D narrative world where he or she must open locks to find stolen paintings from

World War II. In the first experiment, Adams et al. (2012) investigated the impact of the

narrative on learning by comparing the full Crystal Island game to a non-narrative version

of the game that was presented in slide-show format. Results suggested significantly

greater retention and transfer in the slideshow (non-narrative) condition. However, it was

difficult to isolate the cause of the finding because the conditions differed on both media

(slideshow vs. game) and on narrativity (absent vs. present). In a follow-up experiment

using Cache 17, narrative and non-narrative versions of the game were compared to a

slide-show version. The narrative and non-narrative versions differed in that in the latter,

there was no introductory video that explained the story context to the player. They found

higher learning gains for the slideshow condition and equal gains for the narrative and non-

narrative conditions. In summary, the findings of the available studies contradict the notion

that hands-on activities within a scenario improve learning (i.e., what they refer to as the

Discovery Hypothesis) and instead, a more static slideshow presentation was superior, a

finding which was based on two games.

Although Adams et al. (2012) failed to find a difference between a narrative and non-

narrative version of Cache 17, a study by McQuiggan et al. (2008) using 8th grade middle

school students did find a difference between versions of Crystal Island which differed only

on the extent or dosage of narrativity. In that study, participants interacted with one of three

conditions of Crystal Island: high-narrativity, low-narrativity, and powerpoint (slideshow).

In the high narrativity condition, participants interacted with the default version of Crystal

Island (including the narrative about research members) with extensive back-stories about

characters falling ill and an especially interesting scenario where members have been

poisoned. In the low-narrativity condition, the poisoning storyline and back-stories about

the characters were excluded, leaving only the overall setting (people are getting ill) intact.

In the powerpoint condition, slides from the game were used without any storyline elements.

Participants also took several measures including presence, interest, achievement goals, and

science self-efficacy. Regarding learning gains, they report the following pattern of sig-

nificant differences: powerpoint[ low-narrativity[ high narrativity. In addition, the high

narrativity condition led to greater presence scores than the low narrativity condition.

Therefore, learning was increased when narrative elements were removed from the learning

environment, a finding largely consistent with Adams et al. (2012).

Although narrativity is only one aspect of games, the studies by Adams et al. (2012) and

McQuiggan et al. (2008) do suggest that adding a storyline may have either no effect or be

detrimental to learning. The interpretation of why this occurs is open to speculation, but the
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authors posit that understanding the story consumes cognitive resources that otherwise could be

allocated to the primary learning objectives, a theory aligned with cognitive load theory

(Sweller 1988, 1999). The basic premise of cognitive load theory is that there is a limited

amount of mental resources available at any given time. Specifically, the theory assumes that

there are three types of cognitive load or effort exerted in working memory as a person

interacts with instructional interfaces: intrinsic, germane, and extraneous. Intrinsic load refers

to the resources needed to understand the elements necessary for comprehending the targeted

topic of learning (e.g., microbiology). Germane load refers to the effort required for linking a

current topic with prior knowledge to create a schema of the new topic. Extraneous load refers

to the effort needed to process unnecessary information, such as the design, look, and navi-

gation of the instructional materials. According to this account, the presence of a story causes

extraneous load because it is unnecessary for learning the targeted topic. Hence, the story

causes the learner to use resources that otherwise would be allocated to intrinsic and germane

load necessary for creating a deep mental model of the material. The story is essentially a

distraction. However, more research is necessary to make this important conclusion.

It is unclear how adding game-like components to AutoTutor will affect learning and

noncognitive states like enjoyment and engagement, if they do at all. The uncertainty arises

because previous research gives contradictory evidence in regards to these two constructs

(i.e., learning and noncognitive states) in environments with components that are quite

different from those added to the game-like version of AutoTutor. On the one hand, the

results of Jackson and McNamara (2013) would indicate that the game-like features would

lead to higher positive effects on noncognitive variables (e.g. motivation) than a non-game

control, but not on measures of learning, which would remain constant across both con-

ditions. However, these results may not apply here because the game-like features in the

present experiment are very different from iSTART-ME (the gamified version of iSTART

used by Jackson and McNamara 2013). Specifically, there is a narrative in the game-like

version of AutoTutor, but there was no narrative in iSTART-ME. On the other hand, the

presence of a narrative may decrease learning because of additional extraneous load

(Adams et al. 2012; McQuiggan et al. 2008). However, those findings were based on games

emphasizing discovery learning, where a learner is required to explore and discover

implicit targeted learning objectives in a 3D environment, neither of which was a feature of

the game-like version of AutoTutor.

Based on the three studies mentioned above, we would expect that the game-like version

of AutoTutor would either have no effect (Jackson and McNamara 2013) or a detrimental

effect on learning (Adams et al. 2012; McQuiggan et al. 2008). In regard to noncognitive

factors, we might discover an increase in motivation, which would be consistent with

Jackson and McNamara (2013) and McQuiggan et al. (2008). However, it is possible that we

would find no difference based on the meta-analysis of Wouters et al. (2013).

2 Experiment 1

2.1 Methods

2.1.1 Participants

Fifty undergraduate psychology students (39 % male) enrolled in an undergraduate

research methods course at Northern Illinois University served as participants in this
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experiment. The approximate average age was 23. The prerequisites for enrolling in the

course were having passed an introductory course in psychology and having earned a C or

better in an introductory course in statistics. A primary reason for using students enrolled in

a research methods course is that they would learn highly relevant information to the

course from participating. Another reason is that the experiment was run over 4 1-h

sessions which would not attract many participants without substantial inducements. The

participants were given course credit for participating.

2.1.2 Design

The experiment used a pre-test, post-test randomized control design.

2.1.3 Materials

2.1.3.1 Game-Like Version of AutoTutor The game-like version of AutoTutor utilized

one learning module out of three in a serious game called Operation ARIES (Acquiring

Research Investigative and Evaluative Skills; Millis et al. 2014). Operation ARIES was

created by the authors to help students learn scientific inquiry skills in the domains of

psychology, biology and (to some extent) chemistry. As noted in the Introduction, students

in the United States have poor knowledge regarding scientific inquiry skills (National

Science Foundation 2012), thus we decided that these skills would be the primary focus of

the game.

From conception, Operation ARIES included both an ITS (AutoTutor) and game-like

components (e.g., points, competition and a narrative). However, the developers had never

tested the effects of adding the game-like components on learning and noncognitive fac-

tors, hence the need for the current experiment. Also, it should be noted that the narrative

was created to align with the pedagogical aspects of the game. In brief, the narrative

involved extra-terrestrial creatures masquerading as human beings and circulating bad

research. The human student is charged with learning research methodology to uncover the

extra-terrestrials by identifying bad research. The storyline was presented across three

teaching modules that teach factual, applied, and question generation about 12 topics of

research.

Operation ARIES has three learning modules, but because of time limitations, we could

only test one module. The module that we used is referred to as the ‘‘Case Studies’’

module. In this module, students must identify and name one or more flaws in research

summaries that we refer to as research cases. The entire list of flaws were: poor or missing

comparison group, no random assignment, dependent variable (DV) could be more sen-

sitive, accurate, or precise, DV is not scored objectively, DV is not valid, subject bias,

mortality or attrition, small sample size, poor sample selection, experimenter bias, pre-

mature generalization of results, and confuse correlation with causation. The player

competes against another artificial agent for game points. There are two additional artificial

agents: the teacher agent ‘‘Dr. Quinn’’ who helps students identify flaws in research cases

with hints and prompts, and an alien agent, ‘‘Broth’’ who helps carry the storyline. The

storyline is updated between research cases by snippets of conversation between the agents

and email messages that appear on the screen. It is noteworthy to mention that there are

additional pedagogical techniques in this game such as conversations and an available hint

list of potential flaws as well as an E-text. However, from previous investigations, it

appears the students rarely use the hint list or E-text in this module (Forsyth 2014).
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2.1.3.2 Flaw-Identification Tests Two forms of a flaw identification test were created by

the authors for measuring learning performance. The tests each contained three different

research cases that contained between three to five flaws. Each of the 12 flaws from

Operation ARIES was present in one of the cases (across each form). In addition, there was

a research case in each form that fell under the content of psychology (e.g., a pill that

improves memory), biology (e.g., second hand smoke and lung disease), and chemistry

(the effects of a plastic on hormone levels). The research cases were written in the same

‘‘popular press’’ journalistic style as the cases that occurred in the experimental inter-

vention. The tests were printed in booklet form, with each case appearing on its own page.

The instructions were to read each research case and write down any flaws regarding the

research design or interpretation of the findings. In Forms A and B, the average length of

the research cases was 344 and 361 words, respectively. The average Flesch-Kincaid

reading level was 10.8 and 11.4, respectively. An example research case is presented in

Table 1.

2.1.3.3 Surveys Although the primary focus of the present experiments was to document

the effects of game-like features on learning, we measured some noncognitive states as

well. Of course, there are dozens, if not hundreds, of variables one could measure in regard

to noncognitive states and user experiences. Because of time limitations, we wanted a

measure that would be relatively quick to administer. Based on published work in serious

games (Jackson and McNamara 2013; Wang et al. 2009; Wouters et al. 2013), we created a

user experience survey that measured constructs that we thought intuitively might be

affected by game components. The constructs were engagement (How engaged were

Table 1 Sample research case

Let’s dance

Stephanie Webber, a dance instructor at a local college, is always looking for new ways to help dance
students improve their techniques. One way she thought to do this was to show a dancing video that she
strongly believed would help improve dance ability. The video showed dance performances from the
popular TV show ‘‘Dancing with the Stars’’

Before using the video with her own class, she decided to test out its effectiveness with randomly chosen
shoppers at a local mall. She solicited shoppers by asking if they would be interested in participating in
a research study involving dancing abilities. Ten shoppers signed up

When her study began, she measured the ten participant’s dancing abilities using a test in which she had
them dance alone while holding a broom. All dancers were videotaped, and their movements were
coded using an objective scoring technique that has been validated in a number of previous studies.
Webber, who has been trained in the technique, did the scoring herself

The ten participants at the mall completed the broom test at their own pace and then watched the video.
After they watched the video, they took the test again, and once again, they were videotaped, and the
tapes were scored

Webber found that the participants’ dancing abilities were significantly better after they watched the
video than they were before. In order to be certain that the video was truly effective, she repeated the
study with another 10 dance students and found the same result. Webber feels confident that watching
the dancing video does improve dancing skills, and she plans to use the findings in an advertisement for
her dance studio

Correct flaws:

No control/comparison group

Small sample size

Poor sample selection

Experimenter bias
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you?), enjoyment (How much did you enjoy what you were doing?), motivation (How

motivated were you in answering correctly?), frustration (How frustrated were you?),

interest (How interesting was this to you?), challenge (How challenging was it?), choice

(How much choice did you have in what you were doing?), self-perception of learning

(How much did you learn?), and whether the student would recommend the program to a

friend (Would you recommend this as a homework activity?). All of the questions used a

Likert-type of scale (1 = not at all/nothing, 6 = very much/a lot).

2.1.4 Procedure

Participants were assigned to one of three conditions: game, text-only, and control. The

participants were first given an informed consent form, which explained that the purpose of

the study was to examine how people learn from experiments summarized in the press. The

informed consent was followed by the pretest. Participants were randomly assigned to form

A or B as the pretest, and the other form was assigned to them as their posttest. Participants

took approximately 20 min to complete the pretest. The experiment was run early in the

semester so that the flaws to-be-detected in the experimental conditions and pre- and post-

tests were not addressed in classroom assigned readings or classroom experiences up to,

and during, the time the experiment was underway.

Because participants had not read about the flaws in class (nor were they interacting in

conditions where the flaws were explained such as in the game or text-only conditions), it

was necessary to give them a brief primer about the flaws. Otherwise, identifying flaws

would have no or little meaning for them. Therefore, all participants were shown a video

that defined each flaw as well as a sheet with brief definitions. Participants were given this

information after being given the pre-test. Participants in the game condition were also

shown a video depicting how to interact with the program.

2.1.4.1 Game Condition Participants in the game condition (N = 15) played the ‘‘Case

Studies’’ module of Operation ARIES. Because this module occurs in between two other

modules of Operation ARIES, and because the story spans all three modules, it was

important that participants in this condition were familiar with the story which preceded

the point in time in which they were exposed. Otherwise, they would not understand it.

Therefore, a summary of the story was given to the participants before they started working

on the computer.

The order of events in the presentation of a research case in the game condition was:

1. Story relevant information was given by an email sent to the participant, a pop-up

window, or a brief dialogue among the pedagogical agents.

2. The research case was shown on the computer screen in a text window, and

presumably read by the participant.

3. The participant was asked to type in a flaw in a text box (e.g., ‘‘not enough subjects’’).

4. The program matched the input to the list of flaws, and if a match was made, it was

shown to the participant (e.g., ‘‘We think you meant: small sample size’’). If there was

no match, the participant was asked to try again.

5. Feedback: if the matched flaw was correct, Dr. Quinn, the teacher agent, gave positive

feedback (e.g., ‘‘Correct’’), points were added to the participant’s cumulative total, and

the participant was asked to identify another flaw, if there were any remaining. If the

answer was incorrect, negative feedback was given (e.g., ‘‘No’’) and points were

subtracted from the participant’s score, and the turn to identify flaws was passed to the
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student competitor artificial agent, Tracy. If the participant gave two consecutive

incorrect answers, and there were more flaws that were not identified, then the program

initiated an AutoTutor tutorial dialog in step 6 for each of the remaining cases.

6. Dr. Quinn gave a hint (e.g., ‘‘think about the participants in the study’’ hint for ‘‘small

sample size’’) followed by an opportunity for the participant to answer. If the answer

to the hint was incorrect, then Dr. Quinn gave a prompt (e.g., ‘‘when there are few

participants, the sample is said to be what?’’ (answer: small). Correct answers to either

the hint or prompt were followed by feedback and additional points. If the prompt was

incorrect, then the turn passed to the other player who was given the opportunity to

answer the prompt.

When all flaws were covered via steps 1–5 (or 1 through 6), then the summary of the

flaws present in the research cases was given to the participant. Figure 1 presents an

annotated screenshot of the game interface.

2.1.4.2 Text-Only Condition Participants in the text-only condition (N = 16) were

exposed to almost the same information as in the game condition but without any game

attributes. In this condition, there was no story, no pedagogical agents, no competition, and

no graphic interface. They read each case on the computer, and after each one, they were

instructed to write down any flaws that they noticed. They then were given the correct

answers along with explanations of why the flaws were present and they were also

instructed to compare their answers with the correct answers. They proceeded in this way

Fig. 1 Annotated screenshot of the game condition
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until all cases were read and responded to. Therefore, the same cases and flaw summaries

were present in both text-only and game conditions except that no tutorial dialogs occurred

in the text-only condition. The text-only condition was presented using e-Prime, a com-

puterized data collection software package. In both the game and text-only conditions,

participants had a list of potential flaws available to them.

2.1.4.3 Control Condition Participants in the Control condition (N = 19) did not par-

ticipate in the computer-based activities associated with the other two conditions. Instead,

these students simply completed the pre- and post-test. They were given other course credit

opportunities by participating in other research studies after the experiment was completed.

The experiment lasted 2 weeks, with a total of four 1-h sessions. Participants in the

game and text-only conditions were given three cases on the first session, and five cases on

each of the remaining three sessions. Sessions occurred either on Mondays and Wednes-

days, or on Tuesdays and Thursdays. The same case studies were presented on the same

day for both conditions. We should note that the multiple sessions were required to

accommodate all of the cases. Based on pilot testing, we felt that the number of cases and

sessions were needed to achieve significant learning gains.

The post-test was administered at the end of the last session. Following the post-test, the

participants in the game and the text-only conditions completed the experience survey. To

avoid interactions with course material, the experiment was run within the first month of

class, and none of the material addressed in the experiment was included in the course

readings, lectures or activities during the experiment. A flowchart summarizing the

experimental procedure is shown in Fig. 2.

2.2 Results

2.2.1 Scoring of the Pre- and Post-Tests

Two raters scored each pre- and post-test. The raters were blind to condition. The raters

determined which if any of the flaws from the list of 12 each participant listed for each

summary. The raters were trained undergraduate students who had previously taken a

research methods course. They were instructed to base their judgments on the meaning of

what the participants wrote rather than just to identify key words. For example, if a

participant wrote ‘‘needed more people in the study’’, then this was rated as ‘‘small sample

size’’. Based on a sample of 20 participants’ pre- and post-test tests, inter-rater reliability

was acceptable, Kappa = .735.

We computed two ‘‘flaw identification scores’’ (FIS) for each participant, one for the

pre-test and one for the post-test. For each, we first computed an overall hit rate. This was

defined as the proportion of flaws present in the test cases that the participant correctly

identified. Second, we computed the false alarm rate, which was defined as the proportion

of flaws that were not present in the test cases that the participant wrote down. The FIS was

computed by subtracting the false alarm rate from the hit rate. The FIS has a theoretical

range from -1.0 to 1.0. A positive FIS would occur if the proportion of hits was larger than

the proportion of false alarms, thereby indicating correct identification. A negative score

would occur if the participant had a greater proportion of incorrect identification than

correct identification. If a participant was guessing, the FIS would hover around zero.

We submitted the FIS to a 2 (time: pre vs. post) by 2 (pretest form: A vs. B) by 3

(condition: game, text-only, control) mixed ANOVA, with time as the within participant

The Impact of Game-Like Features on Learning from an… 11
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factor. The predicted time by condition interaction was significant, F(2,44) = 36.85,

p\ .01, MSe = .01, Partial Eta Squared = .63. The interaction is shown in Fig. 3.

As one can see, participants in each of the three conditions had very similar low pre-test

scores (range .07–.09), whereas the post-test scores increased in both the game and text-

only conditions (Ms = .43 and .32, respectively) but not in the control condition, which

showed a slight decrease (M = .03). Therefore, students learned in both the game and text-

only condition but there was no learning in the Control condition. Although the pre-test

scores were low, the scores were significantly greater than zero (p’s\ .05). We tested the

time by condition interaction without the control condition to address the question as to

Fig. 2 A schematic of the experimental procedure
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whether the increase from pre- to post-test was significantly greater in the game condition

compared to the no game condition using the error term from the Omnibus F test. The

interaction was marginally significant, F(1, 44) = 3.60, p = .06 (two-tailed). Therefore, it

appears that the students in the game condition learned more than students in the text-only

condition.

In addition to the condition by time interaction, the time by pretest form interaction was

significant, F(1,44) = 11.81, p\ .01. The difference between form A and form B was

larger at pretest (M = .12 vs. .03) than at posttest (M = .28 vs. .24). The interaction

suggests that without exposure to the treatment, Form A was easier than Form B, but with

exposure to the treatment the difference was reduced. However, there was no main effect

of pretest form (p = .30), no condition by pretest form interaction (p = .23), and no time

by pretest form by condition interaction (p = .11). Therefore, pretest form did not appear

to have moderated the condition by time interaction.

2.2.2 Survey Results

The mean responses to the survey questions are given in Table 2. The mean responses fell

near the midpoint of the 6-point scale indicating moderate levels of each construct. A

significant difference occurred between the game and text-only condition on frustration,

0
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Fig. 3 Flaw identification scores (FIS) as a function of time of test (pre- vs. post-test) and condition

Table 2 Survey responses from
Experiment 1

** p\ .05 (two-tailed);
* p\ .05 (one-tailed)

Construct Game Text-only

Engagement 3.56 (.96) 3.56 (.89)

Enjoyment 2.75 (1.12) 2.50 (.63)

Motivation 4.00 (.89) 3.68 (.70)

Frustration 2.87 (1.36) 2.00 (.96)**

Interest 3.37 (1.02) 2.81 (.83)*

Challenge 3.18 (.65) 3.18 (.83)

Choice 2.50 (.81) 2.62 (1.36)

Amount learned 4.00 (.51) 3.87 (.71)

Recommend 3.68 (1.13) 3.50 (1.41)
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with the game version indicating more frustration (M = 2.87) than the text-only condition

(M = 2.00), t(30) = 2.09, p\ .05. It is difficult to gauge why participants in the game

condition reported experiencing more frustration than participants in the text-only condi-

tion. One reason may have been that the game program matched the participant’s typed

flaw to a list of flaws using natural language processing algorithms. If the matching was

incorrect even if the answer was correct, then it is likely that the participant would feel

frustration. A significant difference occurred between the conditions on the level of

interest, with participants in the game condition indicating slightly higher interest

(M = 3.37) than participants in the text-only condition, t (30) = 1.70, p\ .05 (one-tailed).

2.3 Discussion

The condition by time interaction suggests that the game condition marginally outper-

formed the nongame (text-only) condition. This finding was unexpected because previous

research found that gamifying an ITS (Jackson and McNamara 2013) had little effect on

learning and that the presence of a narrative had decreased learning (Adams et al. 2012;

McQuiggan et al. 2008). Therefore, this finding by itself is somewhat noteworthy.

However, there are several limitations. There may have been too great of a difference

between the game and text-only conditions to isolate the potential effects of the game-like

components. The conditions were similar in that the same cases were analyzed by the

participants on the same days, and participants received corrective feedback along with

explanations why the flaws were present in each. However, beyond the presence of the

storyline, points and competition, the conditions also differed on the complexity of the

interface and the presence of tutorial dialogs in the game condition. Because we know that

tutorial dialogs are effective for increasing learning, the question arises as to whether the

greater performance in the game condition was due to the presence of AutoTutor dialogs or

due to the game-like elements (competition, story, points).

The goal of Experiment 2 was to compare the game condition to a condition that did not

have the game-like features but still contained the AutoTutor dialogs and other features of

the interface. We refer to this latter condition as the no game condition. If the game

condition outperforms the no game condition, then this would constitute strong evidence in

favor of gaming features enhancing learning. Because the control condition showed no

evidence of learning and the sample was virtually identical to Experiment 1, we omitted

this condition from Experiment 2 with the expectation that a similar finding would occur in

the absence of the intervention.

3 Experiment 2

3.1 Methods

3.1.1 Participants

Sixty-two undergraduate students enrolled in a research methods class at Northern Illinois

University participated for course credit. The reason for the different numbers of students

from Experiment 1 was that the experiments were done during different semesters (Fall vs.

Spring) and that enrollments vary from one semester to the next. The proportion of females
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and males, and the ages of the participants were approximately the same as in Experiment

1.

3.1.2 Design

The experiment used a pre-test, post-test randomized control design.

3.1.3 Procedure

Participants were randomly assigned to either the game condition or the no game condi-

tion. The materials and procedures were exactly like in Experiment 1 with two exceptions.

The first was that there was no ‘‘do nothing’’ control condition in Experiment 2. We did not

include a control condition because the primary reason for the experiment was to compare

a game to a no game condition. The second was that in the no game condition, participants

interacted with the Case Studies module of Operation ARIES but were not given the

narrative about the aliens, updating of points, and competition. Tracy, the competitor in the

game condition, also provided answers in the no game condition, but because there were no

points accumulated or lost, we believed that participants would be less inclined to view

Tracy as a competitor in the no game condition.

3.2 Results and Discussion

The FIS were computed in the same way as Experiment 1. The mean pre-test scores for the

game and no name conditions were .10 (SD = .10) and .12 (SD = .15), respectively. The

mean post-test scores were .31 (SD = .15) and .36 (SD = .13), respectively. Although the

increase in scores from the pre- to the post-test was highly significant [F(1, 59) = 100.55,

p\ .01, MSerror = .01, partial eta squared = .63], no other effects were significant

(all p’s[ .27). The time (pre- vs. post-test) by condition (game vs. no game) interaction,

which would indicate higher learning gains in one condition over the other, was not

significant, F(1, 59) = .295, p\ .60, Partial Eta Squared = .005, observed power(1 -

berr prob) = .08.

3.2.1 Survey Results

Overall, the means for the survey questions were similar in magnitude as those reported in

Experiment 1. Unlike Experiment 1, however, no significant differences emerged between

conditions in Experiment 2.

Although participants learned in both conditions, there were no differences between the

game and no game conditions. The lack of a difference indicates that the game elements of

points, storyline and competition together did not have an effect on learning. These

findings imply that the difference between the game and text-only conditions on the FIS in

Experiment 1 could be accounted for by having tutorial dialogs in the former condition.

Therefore, it appears that interactivity via dialogs had greater impact on learning than game

features, and that the game features did not significantly decrease learning.
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4 General Discussion

The purpose of these studies was to address two research questions, the first of which was

can we build off of pre-existing work in Intelligent Tutoring Systems when creating serious

games? The answer appears to be yes with qualifications. On the one hand, one could add

attributes found in video games and incorporate them into an ITS. Indeed, that is precisely

how we decided to develop many aspects of Operation ARIES, which included adding a

narrative, competition, and points to the existing framework of AutoTutor. A similar

development strategy was largely implemented for iSTART-ME, a serious game created

by Jackson and McNamara (2013), to ‘‘gamify’’ McNamara’s original ITS called iStart.

However, the purpose of adding game-like features to ITSs is to enhance motivation which

then should increase behaviors (e.g., time-on-task) that enhance learning (Landers 2014).

Under this assumption, the effectiveness of the game-like features may be measured by the

amount that students’ motivation is increased. We predicted that the game-like features

would increase motivation similarly to Jackson and McNamara’s findings (2012). Unfor-

tunately, we found no significant difference between the game and nongame versions on

motivation and on many of the other noncognitive features that we measured, Instead, the

results support Wouters et al. (2013) which showed serious games (which may include

some of the game-like features included here) may not increase motivation over other

instructional control conditions. Therefore, one cannot just slap on points and a storyline to

make an ITS more motivating. One silver lining here is that it appears that the game-like

features did not reduce motivation.

In regard to additional noncognitive states, we found little difference between the

conditions. However, we should mention that we only had one question (item) for each of

the constructs included in the survey, including motivation. Typically, surveys and

inventories require more than one item to measure a psychological construct. So, although

we found that adding the game-like features did not reduce nor increase motivation, it is

possible that with more sophisticated and psychometrically sound measuring instruments,

there is a greater likelihood that an existing effect would be detected.

The second research question was would adding game-like features to an existing ITS

affect learning, and to a lesser extent, noncognitive states? In Experiment 1, we found that

the game-based ITS outperformed a ‘‘do nothing’’ control group and a text-based version

of the ITS. This suggests that students were learning from the game-based scenario. In both

the game-based and non-game conditions, participants read short summaries of research,

wrote down design flaws, and then read the correct answers (feedback). The text-based

version excluded the storyline, agents, competition and points, an interesting visual

interface, and brief tutoring sessions when both the student and the virtual competitor

failed to identify all flaws. Because tutoring was involved in the game-based version and

not in the text-based version, the advantage for the game-based version might have been

due to the tutorial dialogs. Therefore, Experiment 2 compared two versions that had very

similar interfaces, but differed on only competition, points, and presence of a story line.

The results indicated no differences on learning and motivation-related responses.

One answer to the second research question based on the present studies is that the

presence of the storyline, competition and points may not significantly improve or detract

from learning. The most direct comparison between the presence and absence of these

features offered in Experiment 2 show no effect. The learning gains for the game and no

game condition in that experiment were .21 and .24, respectively. The slight advantage for

the no game condition is consistent with evidence that the presence of a storyline in a
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discovery learning online context decreases learning (Adams et al. 2012; McQuiggan et al.

2008). However, the difference was small and the sample size was also small, resulting in

low power (.08) indicating that we are less likely to detect the effect if it in fact exists in the

present study. The lack of a significant effect for this particular interaction suggests to us

that the presence of the game-like variables had minimal impact on learning.

It is interesting to ponder why other researchers have found stronger evidence that the

storylines decrease learning (Adams et al. 2012; McQuiggan et al. 2008). This is a difficult

question to answer definitively because there are many variables that vary across games,

conditions/experiments, and platforms, making comparisons difficult (Gee 2009; Landers

2014). Even within a given game, testing individual features is difficult if not impossible

because the features are intertwined to create the game-like atmosphere. To possibly aid in

the understanding of how the present study fits in with the other relevant literature men-

tioned, we summarize features and major findings in Table 3.

We should mention that the studies summarized in Table 3 is an extremely small subset

of studies that examined serious games and learning. They represent a select few that we

had found that had either tried to measure the effects of ‘‘gamifying’’ an existing ITS

(Jackson and McNamara 2013; the present study) on learning or had tried to examine the

effect of narratives within a serious game on learning (Adams et al. 2012; McQuiggan et al.

2008). One factor that stands out has having a possible effect is the amount of time that

participants interacted with the game. When participants interacted with the game for an

hour, the narrative had appeared to decrease learning. In both cases when there were

multiple sessions, there was no effect of the game-like variables on learning.

As been mentioned earlier, it is difficult to isolate factors across studies, and in Table 3,

we see that clearly. The studies that differed on time on task also differed on the level of

realism. Adams et al. (2012) and McQuiggan et al. (2008) examined serious games in

which the player moves about within a 3D world (realistic), and these studies showed that

the narrative had decreased learning. In contrast, the Operation ARIES interface is a

schematic layout of textboxes and agent heads (Fig. 1), rather than a 3D world. (For

simplicity, we refer to all other interfaces which depict a realistic looking virtual world as

‘schematic’.) It is possible that the narrative, on top of a seductive 3D world, poses a

sufficient amount of extraneous load that decreases learning of the targeted information;

however, the narrative on top of a relatively static display may not. It is also possible that

the storyline within Operation ARIES is not as engaging as the storyline in Crystal Island

and Cache 17, the learning environments that show some detrimental effects of narrative

worlds. Perhaps the more engaging the storyline is, the more attention is drawn away from

the targeted learning activities, at least to the extent that the story is separated from the

learning activities. Another difference lies within the cognitive resources needed to do the

targeted learning activities. If the learning domain requires a lot of necessary cognitive

resources, then storylines and other features of the environment may cause more harm than

if the learning domain requires fewer resources. It is entirely possible that identifying flaws

in research summaries required fewer cognitive resources than figuring out why people are

getting sick on an island (Crystal Island) or understanding electronic locks (Cache 17).

Another variable to consider is the age of the participants. What may be an interesting

storyline or a motivating factor to college students may not be interesting or motivating to

younger students. McQuiggan et al. (2008) used 8th graders and found that narrativity

decreased learning, whereas Adams et al. (2012) used college students and found similar

results. However, like Adams et al. (2012), we also used college students and did not find a

decrease on learning due to the game features (which included a storyline). Therefore, age

does not appear to show a consistent effect across these studies. In fact, in their respective

The Impact of Game-Like Features on Learning from an… 17

123



T
a
b
le

3
A

su
m

m
ar

y
o
f

g
am

e
ch

ar
ac

te
ri

st
ic

s
an

d
fi

n
d
in

g
s

ac
ro

ss
fi

v
e

st
u
d
ie

s

S
er

io
u

s
g

am
e

D
o

m
ai

n
P

u
b

li
ca

ti
o

n
G

ra
d

e
le

v
el

R
ea

li
sm

T
im

e
o

n
ta

sk
C

o
m

p
et

it
io

n
/p

o
in

ts
S

to
ry

li
n

e
M

aj
o

r
fi

n
d

in
g

o
f

g
am

e
co

m
p

o
n

en
ts

iS
T

A
R

T
-M

E
R

ea
d

in
g

st
ra

te
g
ie

s
Ja

ck
so

n
an

d
M

cN
am

ar
a

(2
0

1
3
)

C
o

ll
eg

e
st

u
d

en
ts

S
ch

em
at

ic
8

1
-h

se
ss

io
n

s
P

o
in

ts
/t

ro
p

h
ie

s/
le

v
el

s
N

o
M

ai
n
ta

in
m

o
ti

v
at

io
n

b
u

t
d

o
es

n
o

t
in

cr
ea

se
le

ar
n

in
g

C
ry

st
al

Is
la

n
d

B
io

lo
g

y
A

d
am

s
et

al
.

(2
0

1
2
)

C
o

ll
eg

e
st

u
d

en
ts

R
ea

li
st

ic
1
-h

T
ro

p
h
ie

s
Y

es
D

ec
re

as
e

le
ar

n
in

g

C
ry

st
al

Is
la

n
d

B
io

lo
g

y
M

cQ
u

ig
g

an
et

al
.

(2
0

0
8
)

8
th

g
ra

d
er

s
R

ea
li

st
ic

1
-h

T
ro

p
h
ie

s
Y

es
D

ec
re

as
e

le
ar

n
in

g

C
ac

h
e

1
7

E
le

ct
ro

n
ic

s
A

d
am

s
et

al
.

(2
0

1
2
)

C
o

ll
eg

e
st

u
d

en
ts

R
ea

li
st

ic
1
-h

U
n
k
n
o
w

n
a

Y
es

D
ec

re
as

e
le

ar
n

in
g

O
p

er
at

io
n

A
R

IE
S

R
es

ea
rc

h
m

et
h

o
d
s

P
re

se
n

t
st

u
d

y
C

o
ll

eg
e

st
u
d

en
ts

S
ch

em
at

ic
4

1
-h

se
ss

io
n

s
Y

es
Y

es
N

o
ef

fe
ct

o
n

le
ar

n
in

g
o

r
m

o
ti

v
at

io
n

a
W

e
d

o
n

o
t

k
n

o
w

w
h

et
h

er
C

ac
h

e
1

7
in

cl
u

d
es

co
m

p
et

it
io

n
an

d
/o

r
p

o
in

ts

18 K. Millis et al.

123



meta-analyses, Vogel et al. (2006) and Wouters et al. (2013) reported no significant dif-

ferences due to age. But, because of the inherent complexity of isolating factors that

mediate game features and learning, such as age, more research is clearly warranted.

A related issue to learning within a narrative framework is whether the narrative world

is aligned with the learning objectives. One could argue that the extent to which the story is

not directly related to the learning objectives, the story may distract from learning those

objectives. In these cases, the story becomes an example of stimuli that are referred to as

‘‘seductive details’’ which are interesting pieces of information in texts that are not

important to understanding the phenomenon being described. For example, a seductive

detail might be a picture of a lightning strike or a ‘‘fun fact’’ about lightning in a text about

how lightning occurs. Seductive details are known to decrease learning (Harp and Mayer

1998), especially for individuals with low working memory capacities (Sanchez and Wiley

2006). From this perspective, many pieces of information in the story world in Crystal

Island, Cache 17, and Operation ARIES would be considered seductive details regardless

of the developer’s intent to align the story elements to the material. What may serve as

seductive details may be necessary to either maintain the storyline or the game atmosphere.

However, this observation alone would not explain why we found little impact of the

narrative on learning, whereas others (Adams et al. 2012; McQuiggan et al. 2008) have

reported significant effects.

Lastly, there are two other possible reasons why we found a smaller effect than other

researchers when adding a narrative. One is that in this study, participants interacted with

the game (or nongame) across four sessions, whereas participants in Adams et al. (2012)

and McQuiggan et al. (2008) only interacted with the game for around an hour. It is

conceivable that proportionally more cognitive resources must be allocated to the narrative

aspect when the game play is short. Over extended play, the story elements might be

consolidated in long-term memory, and therefore, might have smaller load on working

memory as the participant processes the to-be-learned information. Secondly, besides the

presence of the storyline, in the current study, competition and points were manipulated

whereas these features were not manipulated in Adams et al. (2012) or McQuiggan et al.

(2008). We originally thought that all three of these features would have similar effects, but

perhaps they had differing effects. It is possible that the story may have, in fact, decreased

learning by imposing a distraction or extraneous load, but the competition may have

increased learning by increasing motivation. If this was the case, then both of these could

have cancelled each other out, leading to a zero sum gain.

The question of how game-like elements contribute or detract from learning is an

important one because most everyone (students, educators, designers of educational soft-

ware) want students to be engaged in the learning activities. No one wants students to be

frustrated or bored because these emotional states often lead to disengagement (Graesser

and D’Mello 2012). Emotional states are quite intricate in relation to learning. For

example, there can be a fine line between frustration and confusion, the former being

shown to correlate negatively with learning and the latter showing a positive correlation

(D’Mello and Graesser 2012; Graesser et al. 2008). Confusion predicts learning when the

learner can resolve the source of the confusion. Frustration occurs when there is no res-

olution. In order for designers of educational software to maximize learning, they need to

understand the interactions among design features (e.g., competition, narratives),

noncognitive states (e.g., emotions, motivation), and aspects of the learner (e.g., prior

knowledge, interest) (Landers 2014). Obviously, this is a tall order, and future research is

needed to further isolate the effects of game-like features on learning and non-cognitive

states.
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In sum, the present research suggests that we accomplished our goal of creating a game

from an existing ITS. The interactive game accounted for higher learning gains than a

control without similar game-like features. However, there was little difference between

learning in the game versus no game environments. Therefore, our findings suggest that the

narratives and game features may not decrease learning when added to an ITS. Because

there are many design features to ITSs (including social factors which we did not address),

it will be necessary to further track the alignment of learning, noncognitive states, and

design features before we are certain how design features contribute to increased learning

and persistence in advanced digitally-based learning environments.
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